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Abstract—Timing is an important property for robotic systems that continuously interact with our physical world. Variation in program execution time caused by limited computational resources or system resource contention can lead to significant impact on algorithmic result accuracy. Even though recent work has found Simultaneous Localization And Mapping (SLAM) to be timing-sensitive, little exists in understanding the interactions between the timing variations in SLAM systems and the corresponding degradation. In this paper we conduct a systematic analysis of nine state-of-the-art SLAM systems and dissect the root causes of their degradation. We discovered that timing-induced errors are generated either from delayed execution in certain critical tasks, or from desynchronization in sensor fusion. Based on the insights from our analysis, we propose a solution that combines selective fusion on data in the front end and temporal budget optimization on bundle adjustment in the backend to mitigate the impacts of unexpected timing variation adaptively. Experimental results show that our proposed method makes it possible to migrate expensive algorithms to low-cost platforms without laborious tuning, while making the SLAM system robust against the effects of abnormal timing.

I. INTRODUCTION

As a widely used algorithm in robotic systems, SLAM covers a broad domain of applications, e.g., cartography, autonomous delivery, home services, and augmented reality. Consequently, the platforms SLAM runs on are equally diverse in terms of computational resources, ranging from high-end platforms, such as self-driving cars, to low-cost ones, such as robotic bees [1]. Maintaining system performance on such a diverse set of platforms remains a key research challenge for SLAM.

Existing approaches to make SLAM adaptive follow the idea of input reduction, where a subset of the original information is selected for processing [2], [3], [4], [5], [6]. This selection reduces both front-end feature points and back-end frames using a strategy obtained through predefined metrics [7], [8], [9], [10], [11]. However, these methods rely on the manual tuning of parameters for each target platform, making it time-consuming to deploy.

Recent studies of localization drifts introduced by timing delay have connected timing characteristics to performance [12]. In this paper, we leverage system timing feedback from software/hardware platforms to enable adaptive input reduction to achieve better performance. Intuitively, input reduction is only needed to the degree that it preserves stable execution timing. To guarantee that reduction remains only as conservative as required by the real-time constraints of the system, we need to address two challenges: First, we characterize the manifestation of timing issues in performance. Second, we leverage these insights to strike better performance via adaptive input reduction. Understanding Timing Issues: Existing research efforts on timing analysis generally focus on two aspects: the temporal offsets between sensors [13], [14], [15], [16] and the processing latency of algorithms [17], [18], [19]. Little attention is paid to the internal causal relationships between timing and performance, partly because timing problems are not always observable in multi-threaded systems. The non-determinism and architecture-based performance-boosting also exacerbate the challenge in timing analysis. In this paper, we conduct a comprehensive study of these timing problems over several state-of-the-art SLAM algorithms, including both visual-based and LiDAR-based SLAMs [20], [21], [22], [23], [24], [25], [26], [27], [28], [29]. We found the root causes to be desynchronization and delay. Desynchronization often leads...
the SLAM tasks to select temporally misaligned data in sensor fusion, while delay often causes large task jitters, degrading the quality of map states.

Timing-aware Input Reduction: Leveraging these insights, we propose a mitigation design that explicitly considers the time dimension. This method contains an inference model and an efficient online searching algorithm which enable a SLAM system to find the best strategy according to its real-time status. Concretely, it selectively fuses sensor data at the front-end to avoid desynchronization problems and predicts the timing budget for the back-end to stabilize the execution of bundle association in real-time. Our method is complementary to existing works that focus on computation reduction metrics. The experimental results show that our method is able to mitigate harmful timing variation while maintaining sufficient accuracy. Moreover, it can serve as an adapter that enables migration of state-of-the-art SLAMs to resource-limited platforms without laborious tuning (as illustrated in Figure 1).

Through this work, we hope that our timing analysis results and methodology serve as a new tool for the development of robust SLAM algorithms, and that our mitigation method facilitates the smoother migration of computationally-intensive algorithms to platforms with limited resources, while improving its robustness against timing variations. We have also made our source code available for the community [30].

II. RELATED WORK

A. Temporal Offset Estimation

The temporal offset, including communication delays or time synchronization errors, between the onboard hardware has long been considered as a non-trivial factor of performance degradation of SLAM. Prior works focus on estimating offsets [31], [15], [32] based on the characteristics of data from different sensors. Varying offsets can be treated as unknown variables and modeled as Gaussian noise [16]. The timing problems discussed in this paper are different from this hardware-induced delay. While the uncertainty due to hardware is typically modeled stochastically, such models often cannot predict timing variations induced by the operating system. For example, the processing latency of a single task can surge dramatically due to a dynamic environment or interference from other tasks. Existing efforts to analyze the impact of system-induced timing consider the latency of visual matching as a factor in localization drifts [12]. However, due to the complex implementations of modern SLAM systems, timing problems are not merely limited to IMU forward propagation, which was the focus of [12]. Instead, it happens at almost every critical component in SLAM. To ensure a robust SLAM system, it is necessary to perform comprehensive analysis of component timing behaviors.

B. Computation Reduction

Since many SLAM algorithms make use of complex mathematical computations, their real-time performance cannot be met if they are deployed on resource-constrained platforms. To address this problem, existing works mainly focus on reducing computation by executing over a subset of the data. The design space includes feature selection [2], [3], [4] aiming to reduce the computation of matching and sub-graph selection [5], [6] aiming to reduce the computation of bundle adjustment. By designing effective metrics, such as entropy [7], covisibility [8], [9], covariance [10], [11], minimum eigenvalue [4], and log-determinant [5], these methods can achieve faster computation in a limited timing budget without severely sacrificing accuracy. However, these methods require manual tuning for each target platform, which can be a key limiting factor for wider adoption. Moreover, because available timing budgets dynamically change with system overhead, online budget prediction is necessary to handle unexpected timing. Motivated by those problems, we propose an adaptive method which adjusts SLAM parameters online. The aforementioned work on subset selection metrics are orthogonal to our method and can be utilized to further improve its performance.

III. DISSECTING TIMING IMPACTS ON SLAMS

A. Timing Variations

Performance anomalies are frequently observed problems in operating systems, usually accompanied by unexpected execution timings. The variations of workloads [33], the interference between co-running threads [34], and semantic bugs [35] are the main contributors to timing variations. We attribute timing variations of SLAM systems to two root causes. First, expensive algorithms deployed in resource-constrained platforms may cause concurrently executing tasks to contend for shared resources. Second, a dynamic environment and adaptive software behavior can induce significant execution timing variations.

To better understand the interactions between timing variation and performance degradation, we experimentally analyzed several well known SLAM systems, including visual-based [20], [21], [22], [23], [24], [25], [26] and LiDAR-based [27], [28], [29] (more results are shown in Section V). By dissecting the root causes of timing-induced performance
degradation, we systematize the two contributing factors as desynchronization and delay, as illustrated in Figure 2. Since SLAM covers a variety of architectural and algorithmic implementations, the manifestations of timing problems are diverse. To better illustrate the timing impacts, we chose the keyframe-based visual-inertial SLAM as our example of elaboration.

B. Desynchronization in Sensor Fusion

As modern SLAM systems generally take multiple sensor inputs to achieve a robust perception, temporal alignment is crucial while fusing data from different sensors. However, when there are unexpected timing variations among different threads, data streams of two different sensors are prone to temporal misalignment. For example, in ROS-based systems, the sensor data are read via callback threads and then stored in buffers. If system overhead causes a delay in scheduling the IMU callback thread, the inertial data in buffer will be desynchronized with images. Even if the camera and IMU are perfectly synchronized in hardware, software and operating system issues such as priority inversion and concurrency problems, can still cause their data to temporally misalign. Table I presents the probability of desynchronization under different system overheads and their corresponding relative pose errors. High system overhead often occurs on resource-constrained platforms, and occasionally occurs as corner cases on powerful platforms.

Desynchronization can occur anywhere that sensor data are fused, including tracking, initialization, and pose extrapolation components, etc. For example, visual-inertial SLAM performs tracking in the front-end to estimate pose at frame rate. It is often formulated as a MAP (maximum a posteriori estimation) problem as follows:

\[ \theta^* = \arg\min_{\theta} \left( \sum_k r_c(k, j) + r_I(i, j) \right), \]

where \( \theta = \{ R, t \}, r_c(k, j) \) is the residual of the visual feature of frame \( i \) with the matched points \( k \) in the map, and \( r_I \) is the residual of inertial data. Since IMU data typically arrives at a higher rate, a stream of inertial data \( \{ t_i, ..., t_j \} \) is pre-integrated based on the kinematics equation:

\[
\begin{align*}
    p_{m+1} &= p_m + v_m \Delta t - \frac{1}{2} g \Delta t^2 + R_m \hat{\alpha}_m^m + R_m \hat{\beta}_m^m, \\
    v_{m+1} &= v_m - g \Delta t + R_m \hat{\beta}_m^m,
\end{align*}
\]

where \( p, v \) are position, velocity respectively and \( \hat{\alpha}_m^m, \hat{\beta}_m^m \) are the pre-integration terms between inertial frames \( m \) and \( m+1 \).

For joint optimization, the camera and IMU have to be temporally aligned. However, as discussed previously, high system overhead can cause misalignment: Assume that two consecutive images have respective timestamps \( t_i \) and \( t_j \). If desynchronization occurs, \( r_I \) is instead determined by integration over \( \{ t_i, ..., t_j \} \), where \( \Delta t = t + \Delta t^a \), with \( \Delta t^a \) as the (unknown) time variation. This leads to data inconsistency in Equa. 1. [16] proposes to model \( \Delta t^a \) with a covariance matrix \( \Sigma \), but this does not eliminate the error. Furthermore, in many SLAM systems, the initial value of \( \theta \) in Equa. 1 is often given by the IMU pre-integration Equa. 2 such that a false initial value causes \( \theta^* \) in Equa. 1 to be prone to fall into a local minimum.

C. Execution Time Delay

Most SLAM systems have multithreading implementations; with strong inter-thread data dependencies, execution delay in any single thread can introduce disruption to the data timeliness in other threads, leading to degradation of localization accuracy. Though errors induced by delay can happen in many places, we primarily focus on the delay in tracking and bundle adjustment (BA) because these errors can accumulate over time, which have longer-lasting impacts. Other errors, such as the drifts in IMU forward propagation [12], can be mitigated once new visual matching results are produced.

Once tracking cannot meet the camera frame rate, additional images will be dropped, causing two consecutive frames to have fewer common features to associate. Similarly, untimely BA leads to keyframes being dropped such that the landmarks in the map are sparser. Both of these cases impact the quality of the map, which in turn has negative effects on all future results. Since image dropping ultimately causes BA to drop keyframes, we consider this no differently than other forms of keyframe dropping, and instead focus on degradation caused by delay in BA in general. The problem is commonly formulated as follows:

\[
    \arg\min_{x_c, x_p} \sum_{i,j} \frac{||r(x_c(i), x_p(j))||_2^2}{\Sigma_{ij}},
\]

where the \( x_c \) is the vector of camera states, \( x_p \) is the vector of map states, and \( \Sigma_{ij} \) is the covariance matrix.

Generally, when more information is supplied to Equation 3, it produces more accurate results. However, due to the complexity of the BA algorithm, the timing budget might not be sufficient to produce a full solution; in this case, working on a smaller-scale subproblem of the original BA may be more cost-effective. Prior work suggests the use of metrics such as entropy [7], covisibility [8], [9], and covariance [10],

<table>
<thead>
<tr>
<th>Overhead</th>
<th>Desync. Prob.</th>
<th>Delay RPE</th>
<th>Exec. Time RPE</th>
<th>Total RPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0.20%</td>
<td>0.005m</td>
<td>33ms</td>
<td>0.008m</td>
</tr>
<tr>
<td>Low</td>
<td>5.60%</td>
<td>0.029m</td>
<td>44ms</td>
<td>0.035m</td>
</tr>
<tr>
<td>Medium</td>
<td>16%</td>
<td>0.13m</td>
<td>62ms</td>
<td>0.12m</td>
</tr>
<tr>
<td>High</td>
<td>19%</td>
<td>0.22m</td>
<td>81ms</td>
<td>0.25m</td>
</tr>
</tbody>
</table>

Overhead is characterized by CPU utilization. “None” indicates average CPU usage under 10%. Low, Medium, and High indicate approximately 30%, 60%, and 90% utilization respectively.

TABLE I: MANIFESTATIONS OF DESYNCHRONIZATION AND DELAY UNDER DIFFERENT SYSTEM OVERHEADS
[11] to select a subset of available keyframes to provide to BA. The selection is performed according to:

$$\max_{S \subseteq \{0, 1, \ldots, n\}, |S| = k} M([A(S)])$$

where M is the metric function and S is the selected subset of keyframe indices. Under heavy computational constraints, too many keyframes are discarded such that consecutive keyframes in the selected subset are spaced too far in time. This inevitably leads to a loss of information (e.g., fewer constraints in the factor graph) in the produced map. Where additional keyframe dropping occurs due to unexpected execution timing, BA executes over a subset of keyframe indices $S^* \subset S$. Invariably, $M([A(S^*)]) < M([A(S)])$, implying further degradation of accuracy. Lack of information (i.e., a priori knowledge of dropped keyframes) supplied to the optimization problem in Equa. 4 therefore results in an outcome significantly worse than if selection of the BA subproblem had been able to predict this behavior and remove dropped keyframes from the searched indices.

IV. MITIGATION OF TIMING IMPACTS

![Diagram](attachment:image.png)

Based on the analysis above, we propose a mitigation method to alleviate the timing impacts. The mitigation method has two objectives: selecting proper sensor data at the front-end to avoid desynchronization problems and predicting the timing budget for the back-end to stabilize the execution timings of BA, which are illustrated in Figure 3.

Selective Fusion: The candidates of selection include the raw data from the camera and IMU. This mechanism is based on two considerations. First, when the system overhead is high, the execution time will increase such that tracking cannot keep up with the frequency of the camera. Consequently, dropping some frames is required to meet real-time performance. Second, the high system overhead introduces misalignment, out-of-order data, or loss of data (including both images and IMUs), which can be uniformly treated as desynchronization. In this case, better-matched data will be prioritized for processing.

Timing Budget Prediction: Generally, the timing variations of the back-end are greater than that of the front-end. This is because the back-end is composed of more optimization-related computations, which are more sensitive to resource contention (e.g., CPU cache contention). Large fluctuations of back-end start time will cause keyframe insertion time jitter. To avoid this problem, our method adaptively manages the computation time of the back-end. Concretely, it predicts the timing budget of the back-end, and uses this to select the number of keyframes to supply the BA, which is the major back-end task.

A. Overview

Our mitigation is an online adaptation method (illustrated in Figure 3) that adjusts the strategy according to the current system state. At run-time, our method reads timing states and physical states from the SLAM system and feeds them into the strategy search. The strategy search generates strategies and inputs them into the inference model. By using the current system status and the input strategy, the inference model predicts future performance. Based on feedback from the model, the searching algorithm changes the candidate strategy. Through iterative search over different strategies, our method finds the most effective one and applies it to the next execution loop of the SLAM system.

B. Inference Model

Input and Output: The input of the model includes the strategy and the system states. The strategy is modeled as a tuple $< N, C, I >$, where $N$ is the allowed number of frames to perform BA, and $C = \{c_1, \ldots, c_i\}$ and $I = \{i_1, \ldots, i_i\}$ are arrays composed of 1 or 0, which indicates if the corresponding image frames or IMU frames should be dropped or not. We consider two types of system states: timing states and physical states. Timing states contain the execution timings of critical components (denoted as $E$) – such as feature tracking, keyframe insertion, bundle adjustment, etc. – which are primary targets we aim to stabilize. Physical states are composed of the physical variants (denoted as $P$) in software, such as velocity, number of queued frames in BA, number of features, etc. These states can negatively amplify the impacts of timings, as explained in Section V. The model prediction output is the gain on localization accuracy when the input strategy is enacted, and is formulated as $A_{no}/A_s$.

For simplicity, we measure $A_{no}$ and $A_s$ using relative translational error without and with strategy.

Model Selection: As navigation accuracy may have a highly nonlinear dependence on system state, a reinforcement learning (RL) model, which has proven effective in mitigating unexpected timings in web services [33], is one potential solution. However, RL is too computationally expensive to be adopted for low-cost platforms. Instead, we consider lightweight models, evaluating random forest regression, decision tree regression, Gaussian process regression, and...
support vector machine (SVM) regression on ten-fold cross-validation datasets. We select the random forest regression for our model since it produced the best $R^2$ scores over our validation datasets. This is not surprising: as the input feature size is large (above 20), a single integrated model (decision tree, SVM, etc.) may be over-fitted on such a complex feature space. However, random forest regression may split the features on different trees and then combine them to produce better-fitted results.

C. Online Strategy Search

The goal of searching is to find the best combination of $N$, $C$, and $I$ which maximize the navigation accuracy under the given states. We denote our objective function as:

$$\{N,C,I\}^* = \arg \min_{N,C,I} T(N,C,I,E_1,P_1,...,E_m,P_m). \quad (5)$$

An efficient search strategy is important as excessive queries to the model will induce extra overhead, exacerbating time delay. Thus, instead of using grid search or random search, we develop an efficient search strategy based on the analysis above. The strategy is a trade-off problem between processing more data and achieving better efficiency. More data will produce a more accurate result but excessive frames will exacerbate timing problems. Hence, the navigation accuracy will initially increase and then decrease with the increase of $N$, $N_C$, and $N_I$, where $N_C$ and $N_I$ are the number of ones in $C$ and $I$ respectively. We design a greedy search strategy to find the best $N$, $N_C$, $N_I$ (pseudo-code is given in Alg.1). Based on the assumption that execution timing often depends on the number of frames and inertial data points, the strategy actually predicts timing budgets for the SLAM system. Under the constraint of budgets ($N_C$ and $N_I$), we select the best temporally-aligned images and inertial data by marking them with ones in the array $C$ and $I$. Our experiment shows that the searching algorithm can find the best $N$ and $N_C$ in dozens of queries, costing less than $10\mu s$.

V. EXPERIMENTAL RESULTS

Our experiments are divided into two parts: the first presents the analysis on the interactions between timing variations and performance degradation, and the second part demonstrates the effectiveness of the proposed method in mitigating timing impacts.

<table>
<thead>
<tr>
<th>Sys. Overh.</th>
<th>None</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMD Ry. 9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3900 (128GB)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMD Ry. 7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5600G (16GB)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intel i7-7700HQ (8GB)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nvidia Jeston Nano (4GB)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A. Experimental Setup

**Implementation:** We conducted timing sensitivity on nine well-known SLAM systems, including visual-based, such as ORB-SLAM [20], [21], VINS-Fusion [22], DSO [23], SVO [24], OKVIS [25], and MSCKF [26]; as well as LiDAR-based, such as Cartographer [28], LOAM [27], and AMCL [29]. The aforementioned timing problems exist on all of these SLAM systems; for brevity, only the key results are highlighted. To demonstrate the effectiveness of the proposed method, we implemented our mitigation method on top of ORB-SLAM. We chose ORB-SLAM because it is a well-engineered system with good real-time performance. For testing data, we used the EuRoC [36] for the visual-based SLAM and utilized simulation in Gazebo for LiDAR-based SLAM. To train our inference model, we manually injected workloads into the system to achieve different overheads. To create the stochastic system overhead, we used the Linux tool commands $tc$, $stress-ng$, and $pmbw$ to inject network, CPU, and memory workloads respectively. Some results appear in our prior work [37] and in github [30], and are therefore omitted here.

**System Setup:** We run the entire software stack on three different platforms: AMD Ryzen 5 5600G with 16GB RAM, Intel Core i7-7700HQ with 8GB RAM, and Nvidia Jeston Nano with 4GB RAM. The distinct computational resources on these three platforms induce different extents of performance degradation when running SLAMs. We refer to them as platforms with low overhead, medium overhead, and high overhead as listed in Table II. We also refer to the localization accuracy not impacted by any timing problems as the baseline performance. The baseline is obtained on a powerful PC with an AMD Ryzen 9 3900 12-Core processor and 128G RAM. We denote the baseline as none overhead.

B. Accuracy Degradation Caused by Timing Variations

Timing can cause software misbehavior and degradation in many components. To find the factors, we stress the system and quantitatively compare the results. To avoid randomness, each set was run 10 times. Selected results are shown in Figure 4. (4(a)-4(h) share the same legend.)
The experimental results are generated on AMD Ryzen 5600G with 16GB RAM. The original tracking time is 23ms on average.

**Timing Impacts on Different Modes:** From the results, we found that monocular SLAMs are the most vulnerable to timing variations. Figures 4(a) and 4(b) contain three runs of monocular ORB and VINS under low overhead. Even with minor timing variations, they are prone to have falsely estimated depth scales. This is because the initialization is sensitive to timing.

**Execution Time Delay in Multiple Threading:** Figures 4(c), 4(d) and Figures 4(e), 4(f) show trajectories produced by DSO and ORB SLAM under no system overhead and low system overhead respectively. The initialization results are ensured to be identical in each run. Since there is no sensor fusion and no image frame is dropped in the processing, interleaved multithreading is the only cause of performance degradation, as it interferes with software execution logic. For example, in ORB-SLAM, untimely tracking can interrupt the execution of BA, causing large jitters. To further investigate how execution delay of each thread may negatively impact the final result, we manipulate the execution time of each main thread in ORB-SLAM:

```
thread may negatively impact the final result, we manipulate
```

3. Timing Impacts on Different SLAMs: From the results, we found that monocular SLAMs are the most vulnerable to timing variations. Figures 4(a) and 4(b) contain three runs of monocular ORB and VINS under low overhead. Even with minor timing variations, they are prone to have falsely estimated depth scales. This is because the initialization is sensitive to timing.

4. Execution Time Delay in Multiple Threading: Figures 4(c), 4(d) and Figures 4(e), 4(f) show trajectories produced by DSO and ORB SLAM under no system overhead and low system overhead respectively. The initialization results are ensured to be identical in each run. Since there is no sensor fusion and no image frame is dropped in the processing, interleaved multithreading is the only cause of performance degradation, as it interferes with software execution logic. For example, in ORB-SLAM, untimely tracking can interrupt the execution of BA, causing large jitters. To further investigate how execution delay of each thread may negatively impact the final result, we manipulate the execution time of each main thread in ORB-SLAM: tracking, mapping, and loop_closing. The results are shown in Table III, where we observe that the delay of mapping is most critical. This is because the timings of BA directly impact the frequency of keyframe insertion. Moreover, by inspecting the internal states, we found that the delay in each thread ultimately impacts the frequency of keyframe insertion (or map update).

**TABLE III**

[AVERAGE/MAXIMUM] OF RPE AND ATE WITH DIFFERENT EXECUTION TIME DELAYS IN EACH MAIN THREAD IN ORB-SLAM

<table>
<thead>
<tr>
<th>Delay</th>
<th>Tracking</th>
<th>Mapping</th>
<th>Loop Closing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RPE (m)</td>
<td>ATE (m)</td>
<td>RPE (m)</td>
</tr>
<tr>
<td>0%</td>
<td>0.008</td>
<td>0.34</td>
<td>0.008</td>
</tr>
<tr>
<td>50%</td>
<td>0.008</td>
<td>0.31</td>
<td>0.009</td>
</tr>
<tr>
<td>100%</td>
<td>0.011</td>
<td>0.34</td>
<td>0.17</td>
</tr>
<tr>
<td>150%</td>
<td>0.021</td>
<td>0.97</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Desynchronization in Sensor Fusion: Figures 4(g) and 4(h) show the results of stereo-only mode and stereo-inertial mode of VINS-Fusion [22] under high system overhead. Stereo
VINS-Fusion processes the image data frame by frame, which means there was no frame dropping. Initialization is also ensured to be identical in each run. However, final trajectories are quite different in the two sets. By tracing the logs, we found that high system overhead causes the inertial data to be temporally mismatched with frames, which consequently causes false matching results because it is highly sensitive to the initial value given by inertial data. Inertial data is introduced into the SLAM system for more accurate and robust estimation, but it could be harmful if the system overhead is high. To quantify the impacts of different extents of desynchronization, we manipulate the temporal offset between images and IMU data from 0\(\text{ms}\) to 20\(\text{ms}\). This manipulated desynchronization is realistic because the temporal offset caused by high system overhead is usually greater than 50\(\text{ms}\). As shown in Figure 4(j), ORB-SLAM is likely to fail once the temporal offset is more than 5\(\text{ms}\).

**Timing Impacts on Different Scenarios:** The impacts of scenarios is shown in Figures 4(l) and 4(k). It can be observed that timing is more sensitive in the data sequences for which the trajectory is more curved, such as MH_03. Additionally, other characteristics (Figure 4(m)) equally exacerbate the degradation. Moreover, simulation-based testing on Cartographer [28] in Figure 4(n) shows that a vehicle is more likely to be affected by timing variation if we put the controller in the loop. These are the reasons that we consider the physical states while designing our inference model.

**C. Mitigation of the Proposed Method**

The evaluation of the proposed method is from two perspectives: its capability to adapt on resource-constrained platforms and to mitigate harmful timings.

**Harmful Timings:** As discussed previously, due to the dynamic environment, the SLAM systems may suffer extremely abnormal software timing behaviors during a short period. Handling this harmful timing is critical, as otherwise the SLAM system is prone to fail. We investigate the case of occasional harmful timing on the resource-rich platform. Via manually injected system overhead in run-time for a period, we can observe that the execution time of tracking increased significantly in Figure 5. In the bottom figure, the original ORB-SLAM had relative pose errors of more than 0.3 m during this period, which results in an obvious deviation from the ground truth as in Figure 6. Instead, with our mitigation method, the SLAM can dynamically adjust its strategy. Even with similar execution timings of tracking, our methods can keep the RPE under 0.1 m, allowing the SLAM system to keep consistent tracking.

**VI. CONCLUSION**

This work systematically analyzed the interaction between software execution timings and performance degradation on SLAM systems. Through investigation on nine widely-used state-of-the-art SLAM systems, we found the impacts of timing often result in execution delay in multi-threading and desynchronization in multi-modal sensor fusion. The root cause behind these timing issues in the SLAM systems...
is that some timing properties are not considered while implementing software. Based on insights from the analysis, an online adaptation method is proposed to mitigate the timing impacts. The proposed method dynamically adjusts the computation strategy according to the system state, achieving robust performance even when the system is congested. We demonstrate in our evaluation that, by selecting data that is properly temporally aligned and stabilizing the map updates, timing problems can be mitigated significantly. Moreover, experimental results show that our method can enable us to migrate expensive algorithms to low-cost platforms without manual tuning.
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<table>
<thead>
<tr>
<th>Platform</th>
<th>Overhead</th>
<th>MH_01</th>
<th>MH_02</th>
<th>MH_03</th>
<th>MH_04</th>
<th>MH_05</th>
<th>V1_01</th>
<th>V1_02</th>
<th>V1_03</th>
<th>V2_01</th>
<th>V2_02</th>
<th>V2_03</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMD Ryzen 3900 (128GB RAM)</td>
<td>None</td>
<td>0.0163</td>
<td>0.0233</td>
<td>0.0271</td>
<td>0.0464</td>
<td>0.083</td>
<td>0.0265</td>
<td>0.0299</td>
<td>0.0294</td>
<td>0.0169</td>
<td>0.0228</td>
<td>0.0335</td>
</tr>
<tr>
<td>AMD Ryzen 5600G (16GB RAM)</td>
<td>Low</td>
<td>0.0171</td>
<td>0.0303</td>
<td>0.0348</td>
<td>0.0493</td>
<td>0.0841</td>
<td>0.023</td>
<td>0.0311</td>
<td>0.0291</td>
<td>0.0285</td>
<td>0.0231</td>
<td>0.0321</td>
</tr>
<tr>
<td>Tuned</td>
<td>0.0314</td>
<td>0.0218</td>
<td>0.0352</td>
<td>0.0481</td>
<td>0.0833</td>
<td>0.0352</td>
<td>0.0266</td>
<td>0.134</td>
<td>0.0247</td>
<td>0.0219</td>
<td>0.0373</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>0.0383</td>
<td>0.0237</td>
<td>0.309</td>
<td>0.0433</td>
<td>0.0814</td>
<td>0.0203</td>
<td>0.0284</td>
<td>0.084</td>
<td>0.0238</td>
<td>0.0244</td>
<td>0.0361</td>
<td></td>
</tr>
<tr>
<td>Intel i7-7700HQ (8GB RAM)</td>
<td>Medium</td>
<td>0.0376</td>
<td>0.0281</td>
<td>0.0412</td>
<td>0.119</td>
<td>0.133</td>
<td>0.0452</td>
<td>0.122</td>
<td>0.0480</td>
<td>0.0553</td>
<td>0.035</td>
<td>0.0876</td>
</tr>
<tr>
<td>Original</td>
<td>Tuned</td>
<td>0.0291</td>
<td>0.0244</td>
<td>0.0399</td>
<td>0.087</td>
<td>0.094</td>
<td>0.0951</td>
<td>0.1343</td>
<td>0.0485</td>
<td>0.0609</td>
<td>0.03824</td>
<td>0.0576</td>
</tr>
<tr>
<td>Ours</td>
<td>0.0254</td>
<td>0.0274</td>
<td>0.0661</td>
<td>0.0661</td>
<td>0.105</td>
<td>0.0535</td>
<td>0.0974</td>
<td>0.0333</td>
<td>0.0415</td>
<td>0.301</td>
<td>0.0633</td>
<td></td>
</tr>
<tr>
<td>Nvidia Jetson Nano (4GB RAM)</td>
<td>High</td>
<td>Original</td>
<td>Tuned</td>
<td>–</td>
<td>0.155</td>
<td>–</td>
<td>0.283</td>
<td>0.337</td>
<td>–</td>
<td>–</td>
<td>0.587</td>
<td>0.171</td>
</tr>
<tr>
<td>Ours</td>
<td>0.167</td>
<td>0.0884</td>
<td>0.154</td>
<td>0.142</td>
<td>0.121</td>
<td>0.136</td>
<td>0.0818</td>
<td>0.103</td>
<td>0.0377</td>
<td>0.0483</td>
<td>0.151</td>
<td></td>
</tr>
</tbody>
</table>

“Original” means that the SLAM lost its localization during the experiment; “Tuned” means the parameters (e.g., time interval for map update) are assigned with suitable constants based on our empirical analysis.